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Highlights of research

Potential theory and orthogonal polynomials: Together with E. B. Saff, we proved that the supre-
mum norm on the whole real line of an expression of the form exp(−Q(x))P (x), where P is a polynomial
of degree n is attained on an interval of the form [−an, an], independently of P , giving precise expressions
for an, often known in the literature as Mhaskar–Rakhmanov–Saff number. The techniques which
were introduced here blossomed into a full theory, described in a treatise by Saff and Totik. Major appli-
cations include the study of asymptotic behavior of the zeros and leading coefficients of a large class of
orthogonal polynomials on the whole real line. We proved some long standing conjectures by Erdős and
Freud on this subject.

Neural and RBF networks: At the start of our research, there was no theory for the degree of ap-
proximation by neural networks for functions in Sobolev classes, in spite of the wide recognition of the
fact that their universal approximation property is what makes them most useful. The theory of RBF
approximation was dominated by themes from spline approximation, so that the degree of approximation
was estimated in terms of a scale parameter. Together with different coauthors, we introduced a unified
theory of both neural and RBF networks, and established a deep connection of this theory with that of
polynomial approximation. In particular, we gave an explicit, universal construction for the networks to
guarantee the optimal rate of approximation of smooth functions. Our constructions do not require opti-
mization of any kind, and are therefore free of the many problems associated with this classical approach.
Together with different coauthors, we extended this theory for Gaussian networks for approximation on
the whole Euclidean space, zonal function networks for approximation on the sphere, and “eignets” for
approximation on arbitrary, smooth, compact manifolds. In particular, there is a long standing puzzle as
to why the theoretical bounds are much worse than what the engineers can accomplish in practice. We
established converse theorems proving that if any method of approximation by such networks yields
a certain rate of approximation, necessarily, the target function must be smooth and our constructions
would give the same rate of approximation for the individual target function involved.

Polynomial frames: It is well known that an algebraic (or trigonometric) polynomial is completely
determined by its values on a small interval. Therefore, such traditional methods of function approx-
imation as least squares fit, Fourier projection, and interpolation are unsatisfactory for approximating
functions which are generally “good” but have a few “bad points”. Together with C. K. Chui and J.
Prestin, we laid the foundations of a theory of localized polynomial frames. We obtained wavelet–like
expansions of functions on different domains utilizing such global information as Fourier coefficients or
samples at randomly selected points throughout the domain of the target function. The local behavior
of the terms in these expansions in the neighborhood of a point in the domain characterize the local
smoothness class to which the function belongs in the neighborhood. The constructions have been gener-
alized to the context of Jacobi expansions, spherical polynomial expansions, and expansions in terms of
eigenfunctions of a suitable partial differential operator on a manifold. Applications include multi–source
direction finding in phased array antennas, sparse representation of functions, representation of functions
using finitely many bits, solutions of pseudo–differential equations on the sphere, velocity estimation in
the gulf stream, terrain data modeling. Current work in this direction is focused on finding faster and
more efficient variants of the finite difference schemes for the solution of partial differential equations in
various settings.

Modeling on data dependent manifolds: Many recent applications require the analysis of high di-
mensional, unstructured data sets. While the previous works on the subject focused on the understanding
of the geometry of the data set, our techniques enable us to obtain answers to the queries which can often
be formulated as modeling of functions on an unknown metric measure space. Motivated by the work of
Coifman and Lafon, and Belkin and Niyogi, we have developed novel techniques to extend our previous
work on known manifolds to this setting. In particular, we have obtained wavelet–like expansions of
the target functions using RBF–like structures called “eignets” and iterates of a heat kernel or Green
kernel. Applications include pattern recognition, in particular, recognition of hand–written digits and
context sensitive image completion. Potential impact areas are homeland security, financial applications,
biological and genetic research, image processing, pattern classification and chemometry. Future work in
this direction includes a similar analysis on graphs and smooth extensions of functions on finite sets.
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(2012), 1251–1264 DOI: 10.1089/cmb.2012.0187 (With M. Ehler, F. Filbir).

120. Smooth function extension based on high dimensional unstructured data; Mathematics of Compu-
tation, 290(83)(2014), 2865–2891 (With C. K. Chui).

121. Applications of classical approximation theory to RBF networks and computational harmonic anal-
ysis; Bull. Math. Sci. 3 (2013), 485–549 (With P. Nevai and E. Shvarts).

122. Legendre filters for numerical differentiation at boundary point; Applied Mathematics and Compu-
tation 224 (2013) 835–847 (With Valeriya Naumova and Sergei V. Pereverzyev)

123. Representation of functions on big data: graphs and trees; Applied and Computational Harmonic
Analysis, Volume 38, Issue 3, May 2015, Pages 489-509 (With C. K. Chui and F. Filbir).

124. Local numerical integration on the sphere; Int. J. Geomath 5 (2014),143–162 (with J. Beckman
and J. Prestin).

125. A minimum Sobolev norm technique for the numerical discretization of PDEs; Journal of Compu-
tational Physics 299 (2015) 649–666 (with S. Chandrasekaran).



126. Signal decomposition and analysis via extraction of frequencies; Appl. Comput. Harmon. Anal.,
40 (2016) 97–136. (with C. K. Chui).

127. Localized summability kernels for Jacobi expansions; Accepted for publication in “Mathematical
analysis, approximation theory, and their applications” (T. M. Rassias and V. Gupta Eds.), Springer
Verlag.

128. Deep nets for local manifold learning; Submitted for publication (with C. K. Chui).

129. Learning Real and Boolean Functions: When Is Deep Better Than Shallow; Submitted for publi-
cation (with Q. Liao and T. Poggio).

130. Local approximation using Hermite functions; Submitted for publication.



Major invited lectures

1. International conference on computational mathematics, Delhi, India,
December, 1992.

2. International conference on algorithmic aspects of wavelets and approximation methods, Gross
Plasten, Germany, March, 1996.

3. International Symposium on Self-similar systems, Dubna, Russia, August, 1998.

4. International Workshop on Orthogonal Polynomials, Ballenstaedt, Germany, April, 1999.

5. International Conference on Approximation Theory, Kiev, Ukraine, May, 1999.

6. International Workshop on Wavelet Analysis and related topics, Delhi, India, August, 1999.

7. Ambikeshwar Sharma Lecture, University of Lucknow, Lucknow, India, August, 1999.

8. International conference on Approximation Theory, Bommerholtz, Germany, August, 2001.

9. Conference on Transform Techniques, Irinjalkuda, India, December, 2001.

10. Ramanujan Lecture, Indian Institute of Technology, Chennai, India, December, 2001.

11. International conference on complex systems, Nashua, New Hampshire, June, 2002.

12. Erdős Professor, Freud memorial lecture, Hungarian Academy of Sciences, Budapest, Hungary,
September, 2002.

13. International symposium on wavelet analysis, St. Petersberg, Russia, July, 2003.

14. International workshop on approximation on the sphere, Nashville, Tennessee, December, 2003.

15. International Dortmund/Bochum meeting on approximation theory, Bommerholtz, Germany,
February, 2004.

16. Eleventh international symposium on approximation theory, Gatlinburg, Tennessee, May, 2004.

17. Saff Festschrift, Atlanta, Georgia, November, 2004.

18. Conference on applications of approximation theory, Perth, Australia, April, 2005.

19. International conference on approximation theory, Ubeda, Spain, June, 2005.

20. International conference on multivariate approximation, Bommerholtz, Germany,
September, 2008

21. International workshop honoring R. S. Varga, Kent, Ohio, 2008

22. International workshop on approximation theory and signal analysis honoring P. L. Butzer, Lindau,
Germany, 2009.

23. International conference on approximation theory, Ubeda, Spain, 2009.

24. International conference on approximation theory, Ubeda, Spain, 2011.

25. International conference on approximation theory and harmonic analysis, Barcelona, Spain, 2011.

26. International conference on applied mathematics, May 2016.



Tentative plan of lectures

H. N. Mhaskar

I am thinking of giving 4 lectures, 100 min each (2 lectures per week at flexible times). The lectures would be
in two parts: overview for 50 mins with slides, sketch of details on a document projector for 50 mins.

Topics:

1. Classical trigonometric approximation, localized kernels and applications : problem of parameter estimation,
separation of blind source signals [17, 18, 5, 2].

2. Analogues for orthogonal polynomials and applications : Approximation on the sphere, drussen classification
in Age–related Macular Degeneration, prediction of blood sugar from continous glucose monitoring readings
[10, 14, 6, 4, 15].

3. Neural and RBF networks [9, 16, 12, 13, 11]

4. Approximation on data defined manifolds and graphs [7, 4, 8, 1, 3].

The citations are meant to give examples of some of the topics I will talk about. I will, of course, feel free to
add or omit material.
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